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ABSTRACT 

The objective of the current study is to examine monthly air passenger departures at the airport 

level considering spatial interactions between airports. In this study, we develop a novel spatial 

grouped generalized ordered probit (SGGOP) model system of monthly air passenger departures 

at the airport level. Specifically, we estimate two variants of spatial models including spatial lag 

model and spatial error model. In the presence of repeated demand measures for the airports, we 

also consider temporal variations of spatial correlation effects among proximally located airports 

by employing space and time-based weight matrix. The proposed model is estimated using 

monthly air passenger departures for five years for 369 airports across the US. The proposed spatial 

model is implemented using composite marginal likelihood (CML) approach that offers a 

computationally feasible framework. From the estimation results, it is evident that air passenger 

departures at the airport level are influenced by different factors including MSA specific 

demographic characteristics, built environment characteristics, airport specific factors, spatial 

factors, and temporal factors. Moreover, spatial autocorrelation parameter is found to be significant 

validating our hypothesis of the presence of common unobserved factors associated with the spatial 

unit of analysis. In this study, we also perform a validation analysis to examine the predictive 

performance of the proposed spatial models. The results highlight the superiority of spatial error 

model compared to spatial lag model and the independent model that ignores the spatial 

interactions. Finally, we undertake an elasticity analysis to quantify the impact of the independent 

variables. 

Keywords: Airline Demand; Spatial Interaction; Spatial Lag Model; Spatial Error Model; Weight 

Matrix   
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1 INTRODUCTION 

Domestic airline industry plays an important role in the US economy. The net annual revenue of 

$488 billion from this industry contributes to 5.2% of US GDP (FAA, 2023). Domestic airline 

industry is interconnected with other sectors of the economy such as tourism, lodging, and related 

auxiliary business (Tirtha et al., 2023). To understand the health of this industry, air passenger 

demand serves as an important indicator. Domestic air passenger demand increased significantly 

by 31% between 2010 and 2019. However, due to the outbreak of novel Coronavirus, domestic 

airline industry experienced a sharp drop of 41% in 2020 compared to the previous year. As the 

country recovers from the pandemic, understanding the factors influencing airport demand is 

important for several reasons. First, analyzing air passenger demand is an integral part of long-

term policy making such as airport runway and terminal design and expansion, intermodal 

transportation facilities. Second, understanding airline demand guides operational decisions for 

airport services such as aircraft and crew management. Finally, analyzing airline demand and 

identifying its contributing factors will allow us to build a template of possible demand recovery 

path in future months.  

Given the importance of understanding airline demand, earlier studies examined airline 

demand at different spatial (airport level and regional level) and temporal (year, quarter, and 

month) resolutions. Traditionally, airports are mapped to spatial units such as metropolitan 

statistical area (MSA), county, or region in airport-level demand analysis. In such studies, 

characteristics of spatial unit of analysis including socio-demographics (population, education, age 

distribution), socio-economic factors (income, unemployment rate, GDP), built environment 

characteristics (number of trade centers, tourist attractions), level of service factors (average air 

fare and distance) and lag variables (historical demand) are considered to affect airline demand. In 

addition to these observed factors of airline demand, several unobserved factors associated with 

the spatial unit can possibly influence airport-level demand. For instance, consider multiple 

airports in proximally located MSAs. It is plausible that observed characteristics of these MSAs 

such as population and employment can impact demand across these airports. These impacts can 

be considered by generating these variables considering larger catchment areas for demand 

prediction (as opposed to using MSA attributes only). In addition, there might be some unobserved 

factors associated with closely linked spatial units that may cause demand correlation among the 

airports. For example, closer airports share passenger behavior trends that are less likely to be 

captured by attributes. For example, variations across how pandemic guidelines were considered 

and implemented is likely to be similar within proximal airports. Neglecting the presence of such 

unobserved spatial correlations in demand modelling may result in biased estimates.  

Earlier research efforts on airline demand modeling have neglected to adequately consider 

for spatial interactions between air passenger demand at multiple airports. The main objective of 

this study is to analyze monthly air passenger departures at an aggregate level of airport while 

accommodating for spatial and temporal interactions (observed and unobserved). To achieve this 

goal, airline demand data for 5 years (2010, 2012, 2014, 2016 and 2018) sourced from the Bureau 

of Transportation Statistics (BTS) is employed to model monthly air passenger departures at the 

airport level. Air passenger demand data is augmented with several exogenous attributes including 

Metropolitan Statistical Area (MSA) specific demographic characteristics, built environment 

characteristics, airport specific factors, spatial factors, and temporal factors. The proposed research 

effort allows us to examine the impact of these aforementioned factors on airline demand while 

incorporating the spatial dependencies between spatially linked airports. Traditional approaches 

employing linear regression frameworks inherently impose a linear restriction on parameter 
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impacts for independent variables. While these restrictions can be addressed to some extent by 

considering indicator variables and/or polynomial terms, the restrictions still exist. In this research, 

we discretize continuous log-transformed air passenger departures’ variable into a categorical 

dependent variable with a series of ordinal levels (≤6, >6-7, >7-8, >8-9, >9-10, >10-11, >11-12, 

>12-13, >13-14, and >14). We recast the recently developed grouped generalized ordered probit 

(GGOP) framework to model the ordinal airline demand1 variable. In previous research efforts, it 

has been shown that the proposed non-linear system subsumes the traditional linear regression 

model system (see Tirtha et al., 2023 for more details). The approach estimated on discrete bins 

still allows us to predict continuous airline demand similar to the traditional linear regression 

model (see Tirtha et al., 2023 for the details of prediction mechanism).   

In the GGOP framework, we accommodate for spatial correlations among the airports. We 

consider two variants of spatial models, namely spatial lag model and spatial error model in our 

study. The spatial lag model incorporates the correlation using the dependent variables at multiple 

airports (excluding the current airport) in the form of spatially lagged dependent variables. The 

spatial error model captures the correlation using the error terms through the autocorrelated error 

term. Further, as we are considering spatial models in the discrete outcome paradigm, maximum 

likelihood approaches are infeasible (see Bhat et al., 2010 for a discussion). In the presence of 

complex spatial and temporal dependencies across observations, it is very difficult to estimate the 

model using full likelihood approach. Hence, we draw on recent advances in spatial econometrics 

employing composite maximum likelihood (CML) method to examine airline demand. In the CML 

approach, we maximize a surrogate log-likelihood function by computing pairwise joint 

probabilities of the observations. The GGOP model with CML is estimated using a host of 

independent variables including demographic characteristics, built environment characteristics, 

airport specific factors, spatial factors, and temporal factors. The model results offer intuitive and 

useful insights on airline demand. Finally, a validation exercise is conducted to present the value 

of the proposed models by comparing them with the traditional model that does not consider any 

spatial dependency. 

The rest of the paper is organized as follows: Section 2 describes relevant earlier research 

and positions the current study. Section 3 presents the modeling approach employed in the 

research. Next, we describe the dataset employed in this study in Section 4. Section 5 presents the 

model estimation results. In Section 6, we undertake a validation exercise to compare predictive 

performance of alternative model frameworks. In Section 7, we perform an elasticity analysis to 

quantify the impact of independent variables. Finally, concluding remarks are included in Section 

8. 

 

2 LITERATURE REVIEW AND CURRENT STUDY 

2.1 Earlier Studies 

The literature review in the current study context can be categorized into two major streams: a) 

studies identifying key factors of airline demand, b) studies developing spatial panel models across 

transportation domains considering dependency between the spatial unit of analysis. 

The first group of studies analyzing airline demand provides useful insights on the factors 

affecting airline demand. From the review, previous studies can be categorized into several streams 

by spatial resolution and method of analysis. In terms of spatial resolution, we can divide earlier 

studies into two major categories: disaggregate resolution and aggregate resolution. In 

 
1 The reader should note that “airline demand” represents monthly airport level domestic air passenger departures in 

the US. 
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disaggregate level studies, airline demand is examined mostly at the airport level. For example, Li 

and Wan (2019); Suryani et al. (2010) and Loo et al. (2005) developed airline demand models at 

the disaggregate resolution of airport. On the other hand, spatial resolution includes metropolitan 

statistical area (MSA), region or country in aggregate level analysis. Sample studies such as Chen 

et al. (2009); Chang (2014) and Abed et al. (2001) analyzed airline demand at the aggregate level. 

Airline demand analyses by earlier studies have employed a wide range of methodological 

approaches including regression analysis, artificial neural network, autoregressive moving average 

approach, gravity model and optimization models. For example, Tirtha et al. (2022); Valdes (2015) 

and Chi (2014)  employed linear regression model and its variants to model airline demand. 

Mostafaeipour et al. (2018) employed artificial neural network to analyze airline demand. Xu et 

al. (2019) and Tsui et al. (2014) developed airline demand models using autoregressive moving 

average method. Zhou et al. (2018); Grosche et al. (2007) and Matsumoto (2004) identified 

pairwise OD demand using gravity model. Li and Wan (2019); Li et al. (2013) and Loo et al. 

(2005) employed optimization techniques to model airline demand. Finally, independent variables 

considered in the above-mentioned studies include socio-demographics (population, education, 

age distribution), socio-economic factors (income, unemployment rate, GDP), built environment 

characteristics (number of trade centers, tourist attractions), level of service factors (average air 

fare and distance) and lag variables (historical demand). 

The second group of studies include research efforts identifying spatial dependencies 

between the spatial unit of analysis in the modelling approach. In terms of dependent variables, 

the studies considered cover a wide range of topics in transportation research domain including 

transportation demand modeling (Faghih-Imani and Eluru, 2016; Rahman et al., 2021), impact of 

transportation infrastructure on regional/agricultural growth (Tong et al., 2013; Yu et al., 2013; 

Chen and Haynes, 2015), land use modeling (Wang and Kockelman, 2006; Carrión-flores et al., 

2009; Chakir and Parent, 2009; Ferdous and Bhat, 2013), crash injury severity modeling (Castro 

et al., 2013), recreational activity modeling (Bhat et al., 2010), and airfare analysis (Daraban and 

Fournier, 2008). Dependent variables in such studies can be categorized as either a continuous 

variable (Daraban and Fournier, 2008; Tong et al., 2013; Yu et al., 2013; Chen and Haynes, 2015; 

Faghih-Imani and Eluru, 2016; Rahman et al., 2021), or a categorical variable (Wang and 

Kockelman, 2006; Carrión-flores et al., 2009; Chakir and Parent, 2009; Bhat et al., 2010; Castro, 

Paleti and Bhat, 2013; Ferdous and Bhat, 2013). The aforementioned studies employ different 

variants of spatial models to capture spatial correlations including spatial lag or spatial 

autoregressive model (SAR) (Wang  and Kockelman, 2006; Daraban and Fournier, 2008; Carrión-

flores et al., 2009; Chakir and Parent, 2009; Lee and Yu, 2010; Castro et al., 2013; Ferdous and 

Bhat, 2013; Chen and Haynes, 2015; Faghih-Imani and Eluru, 2016; Rahman et al., 2021), spatial 

intermediate model (Castro et al., 2013), spatial error model (SEM) (Bhat et al., 2010; Castro et 

al., 2013; Chen and Haynes, 2015; Faghih-Imani and Eluru, 2016; Rahman et al., 2021), and 

Spatial Dublin model (SDM) (Tong et al., 2013; Yu et al., 2013; Chen and Haynes, 2015). A 

majority of these modeling approaches require a spatial weight matrix representing the spatial 

arrangements of the analysis units to incorporate spatial correlation among the units. Spatial weight 

matrices are generally formed based on pairwise distance between the spatial units. Various types 

of formulation of the weight matrix elements include neighborhood/within distance threshold 

indicator (Yu et al., 2013; Faghih-Imani and Eluru, 2016; Rahman et al., 2021), inverse of distance 

squared (Daraban and Fournier, 2008; Ferdous and Bhat, 2013),  inverse of distance cubed (Castro 

et al., 2013), and inverse of exponential of distance (Ferdous and Bhat, 2013). In case of panel 

data, distance-based weight matrix may need some modifications to capture changes of spatial 
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dependency effect over time. To consider for such temporal variability, Wang and Kockelman 

(2006) formulated spatial weight matrix as a function of distance and time difference. However, 

earlier research efforts analyzing spatially correlated discrete dependent variables indicated 

increased complexity in model estimation. In presence of complex correlation between the 

observations, full likelihood approach might be infeasible especially for discrete outcome 

variables. Therefore, earlier studies emphasized the application of methods estimating surrogate 

likelihood measures such as composite marginal likelihood method (CML) (see Bhat et al., 2010; 

Castro et al., 2013; Ferdous and Bhat, 2013 for more details) and Markov Chain Monte Carlo 

(MCMC) method (see Chakir and Parent, 2009 for more details).     

 

2.2 The Current Study in the Context 

While earlier studies in airline literature examined the impact of key factors on airline demand (as 

examined in Tirtha et al, 2023), spatial interaction between the airports has not been sufficiently 

considered in the demand analysis. The current study addresses this gap by developing a novel 

spatial grouped generalized ordered probit (SGGOP) model system of monthly air passenger 

departures at the airport level that explicitly accommodates the spatial interactions of the 

proximally located airports. The current study is the first attempt to accommodate spatial 

correlation in a grouped generalized ordered model framework. Further, we formulate weight 

matrix as a function of distance between the airports and temporal difference (measured in months) 

to capture temporal variation in spatial dependency. 

In this study, we categorize log-transformed monthly air passenger departures into ten 

demand groups (≤6, >6-7, >7-8, >8-9, >9-10, >10-11, >11-12, >12-13, >13-14, and >14) and 

employ the recently developed GGOP model system to model the discretized dependent variable. 

The proposed grouped response model is a hybrid system that ties a continuous demand variable 

to a categorical demand variable. The proposed GGOP model system is analogous to the linear 

regression model system without the restrictions of linear regression (Tirtha et al., 2020; Tirtha et 

al., 2023). In addition, the proposed model system recognizes that there can be spatial correlations 

in the error terms of demand propensity of the spatially linked airports. In this study, we estimate 

two variants of spatial models including spatial lag model and spatial error model. In presence of 

repeated demand measures at the airport level, it is possible that spatial correlations between the 

observational units may vary over time. Therefore, we formulate weight matrix as a function of 

shortest geodesic distance between the airports and the absolute value of time difference (measured 

in months). The approach we followed in this study allows correlation between observations 

varying across both space and time (see Wang and Kockelman, 2006 for a similar approach). In 

the model development, we employ various functional forms of weight matrix (such as the inverse 

of square root of distance × time, the inverse of distance × time, and the inverse of distance × time 

squared) and select the best formulation based on data fit. In our analysis, we restrict spatial 

correlation to be present only within a distance and time threshold considering as the dependency 

is negligible between observations far apart in terms of space and time. The proposed spatial model 

is implemented using composite marginal likelihood (CML) approach that is easier compared to 

full likelihood approach due to the presence of complex spatial dependencies among the 

observations. Further, we perform spatial data enhancement by considering a large set of airports 

across the US to accommodate the effects of different spatial factors in the analysis. Finally, we 

compare the performance of spatial lag model and spatial error model with the traditional model 

without spatial effects to highlight the importance of accommodating spatial correlations while 

modeling airline demand at the airport level. It is important to recognize that model systems that 



  7 

 

 

 

ignore for the presence of spatial and temporal correlations when they exist are likely to result in 

inaccurate model estimates (Chamberlain, 1980; Bhat, 2001). The errors can spill-over into any 

policy analysis conducted using the independent models. For example, if the population or 

employment impact on airline demand are incorrect, a potential scenario analysis will under-

predict or over-predict the influence of these variables thus affecting policy decisions.  

In this study, airline demand data is sourced from T-100 Domestic Market (U.S. Carrier) 

dataset compiled by Bureau of Transportation Statistics (BTS). The demand dataset employed in 

this study includes monthly air passenger departure rate for 369 airports across the US for 5 annual 

time points (2010, 2012, 2014, 2016, and 2018). Airline demand data is further augmented with a 

comprehensive set of independent variables including a) demographic characteristics (population, 

median income, employment, and vehicle ownership level), b) built environment characteristics 

(number of airports in close proximity, and state level tourism ranking), c) airport specific factors 

(airport classification such as core airports, and Operational Evolution Partnership (OEP-35) 

airports), d) spatial factors (region of the airports), and e) temporal factors (month of analysis). 

 

3 ECONOMETRIC METHODOLOGY 

In this section, we first present the details of grouped generalized ordered probit (GGOP) model 

without considering any spatial dependencies between the airports. In the subsequent sub-sections, 

we present the formulations of spatial lag and spatial error GGOP models, respectively. Finally, 

we present model estimation procedure.  

   

3.1 Grouped Generalized Ordered Probit Model 

Let k (k= 1, 2,…, K=369) be an index to represent airports, t (t = 1, 2, 3,…, T ) represents the 

different years, m (m=1, 2, 3,…., M)  represents different months of a year and j (j = 1, 2, 3,…, J 

= 10) be an index to represent the bins for the logarithm of monthly passenger departures.  We 

consider ten categories for the air travel demand analysis and these categories are: Bin 1 = ≤6; Bin 

2 = 6-7; Bin 3 = 7-8, Bin 4 = 8-9, Bin 5 = 9-10, Bin 6 = 10-11, Bin 7 = 11-12, Bin 8 = 12-13, Bin 

9 = 13-14, and Bin 10 = >14. For ease of formulation, we express each observational unit as an 

unique combination of airport k, year t, and month m, using q (q = 1, 2, 3,…., Q). Then, the 

equation system for modeling demand may be written as follows: 

 

𝑦𝑞
∗  = 𝛼′𝑥𝑞+휀𝑞 , 𝑦𝑞 = 𝑗  𝑖𝑓 𝜓𝑗−1 < 𝑦𝑞

∗ ≤ 𝜓𝑗  (1) 

 

In Equation 1, 𝑦𝑞
∗ is the continuous latent propensity for total airline demand at airport k, 

for the year t and month m. This latent propensity 𝑦𝑞
∗ is mapped to the actual demand category j by 

the 𝜓 thresholds, in the usual ordered-response modeling framework. In our case, we consider J = 

10 and thus the 11 𝜓 values are as follows: -∞, 6, 7, 8, 9, 10, 11, 12, 13, 14, and +∞. 𝑥𝑞 is a matrix 

of attributes that influence passenger departures (including the constant); 𝛼 is the vector of 

coefficients corresponding to the attributes. Further, 휀𝑞 is an idiosyncratic random error term 

assumed independently normally distributed with variance 𝜆2. 

The variance vector for passenger departures is parameterized as a function of independent 

variables as follows: 𝜆𝑞 = exp (𝜃′𝑥𝑞) . The parameterization allows for the variance to be different 

across the airports accommodating for heteroscedasticity2. Finally, to allow for alternative specific 

 
2 Elements of error variance function do not include a constant as estimation result confirms strong correlation between 

the constant and spatial correlation parameter. 
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effects, we also introduce threshold specific deviations in the model as 𝜌𝑗 =  𝜏′
𝑗𝑥𝑞. Here, 𝜏𝑗 is a 

vector of coefficients and 𝑥𝑞 is a set of independent variables including constant. If 𝜌𝑗 is positive, 

the threshold demarcating alternatives j-1 and j shifts to the left and the probability of the lower-

level category (higher level category) decreases (increases). 

 

The probability for airport k to have departures in category j is given by: 

 

𝑃(𝑦𝑞 = 𝑗𝑞) =  Λ [
𝜓𝑞,𝑗−(𝛼′𝑥𝑞+𝜌𝑞,𝑗

′ )

𝜆𝑞
] −  Λ [

𝜓𝑞,𝑗−1−(𝛼′𝑥𝑞+𝜌𝑞,𝑗−1
′ )

𝜆𝑞
]  (2) 

 

where Λ (.) is the cumulative standard normal distribution.  

 

3.2 Spatial Lag GGOP Model 

The spatial lag formulation includes spatial correlation in the latent propensity of airline demand 

presented in Equation 1 as follows (Castro et al., 2013): 

 

 𝑦𝑞
∗  =  𝛿 ∑ 𝑤𝑞𝑞′𝑦𝑞′

∗𝑄
𝑞′=1 +  𝛼′𝑥𝑞 + 휀𝑞 , 𝑦𝑞 = 𝑗  𝑖𝑓 𝜓𝑗−1 < 𝑦𝑞

∗ ≤ 𝜓𝑗  (3) 

 

Where, 𝑤𝑞𝑞′ is an element of an exogenously defined distance-month difference based 

space and time weight matrix W  calculated based on locations and month of analysis for airport 

k and 𝑘′ (with 𝑤𝑞𝑞
′ = 0 and ∑ 𝑤𝑞𝑞′ = 1𝑞′ ), and 𝛿 (0 < 𝛿 < 1) is the spatial autoregressive 

parameter. For example, distance between two airports, A and B is 50 miles and months of analysis 

are January 2016 and June 2014. Therefore, month difference between the observations is 19 and 

we add 1 to the difference (=20) to ensure the denominator does not become 0 for spatial records 

in the same time period. In space-time weight matrix W, we employ different functional forms of 

𝑤𝑞𝑞′ including 1/√𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 × 𝑚𝑜𝑛𝑡ℎ, 1/(distance×√𝑚𝑜𝑛𝑡ℎ), 1/(distance×ln(month+1)), 

1/(distance×month), and 1/(distance×month)2. Further, we restrict 3 groups of elements of W to 

be zero: a) diagonal elements to avoid self-inclusion of the observations (𝑤𝑞𝑞 = 0), b) off-diagonal 

elements for same airport (as we have repeated records for the airports), and c) any element for 

future time points where month difference is negative. Then, we perform row normalization of W 

matrix to restrict ∑ 𝑤𝑞𝑞′ = 1𝑞′ .  

Finally, to restrict 𝛿 between 0 and 1, we represent 𝛿 using a function: 
𝑒𝛿′

1+𝑒𝛿′ and estimate 

the parameter 𝛿′. The latent demand propensity presented in Equation 3 can be re-written using 

vector notation as follows:  

 

𝒚∗ =  𝜹𝐖𝒚∗ +  𝐱𝜶 + 𝜺  (4) 

 

Now, the Equation 4 can be re-written as follows (Castro et al., 2013): 

 

𝒚∗ =  𝑺(𝐱𝜶 + 𝜺)  (5) 
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where   1-

Q WIS −=  is a (Q×Q) matrix and QI  is an identity matrix of size Q. The vector 

*y  is multivariate normally distributed as, 𝑦∗~𝑀𝑉𝑁𝑄(𝑩𝒍𝒂𝒈, 𝜮𝒍𝒂𝒈). We represent 𝑩𝒍𝒂𝒈 and 𝜮𝒍𝒂𝒈 

as follows: 

 

𝑩𝒍𝒂𝒈 = 𝐒𝐱𝜶 and 𝜮𝒍𝒂𝒈 = 𝐒𝐈𝐐𝐒′ (6) 

 

3.3 Spatial Error GGOP Model 

In spatial error model formulation, continuous latent propensity is expressed as follows (Castro et 

al., 2013): 

 

𝑦𝑞
∗  =  𝛿 ∑ 𝑤𝑞𝑞′

′ 휀𝑞′
𝑄
𝑞′=1 +  𝛼′𝑥𝑞 + 휀𝑞 , 𝑦𝑞 = 𝑗  𝑖𝑓 𝜓𝑗−1 < 𝑦𝑞

∗ ≤ 𝜓𝑗  (7) 

 

Now, vector representation of Equation 7 is as follows: 

 

𝒚∗ =  𝜹𝐖𝜺 +  𝐱𝜶 + 𝜺  (8) 

 

We can re-write Equation 8 as follows: 

 

𝒚∗ =  𝐱𝜶 + 𝑺𝜺  (9) 

 

The vector 
*y  is multivariate normally distributed as, 𝑦∗~𝑀𝑉𝑁𝑄(𝑩𝒆𝒓𝒓𝒐𝒓, 𝜮𝒆𝒓𝒓𝒐𝒓). We 

represent 𝑩𝒆𝒓𝒓𝒐𝒓 and 𝜮𝒆𝒓𝒓𝒐𝒓 as follows: 

 

𝑩𝒆𝒓𝒓𝒐𝒓 = 𝐱𝜶 and 𝜮𝒆𝒓𝒓𝒐𝒓 = 𝐒𝐒′ (10) 

 

3.4 Model Estimation 

The vector of parameters to be estimated in both spatial lag and spatial error GGOP model is γ = 

(𝛼′, 𝜌𝑗
′ , 𝜆, 𝛿′). While full likelihood approach is infeasible in presence of complex dependencies 

between the observations, composite marginal likelihood (CML) approach is simpler which is 

based on maximizing surrogate likelihood function. In this study, we follow pairwise CML method 

to compute log-composite likelihood as follows (see Castro et al., 2013 for similar formulation): 

 

𝐿𝐶𝑀𝐿(γ) =  ∏   ∏ Pr(𝑦𝑞 = 𝑧𝑞, 𝑦𝑞′ = 𝑧𝑞′)

𝑄

𝑞′=1,𝑞′≠𝑞

𝑄

𝑞=1

 

=  ∏   ∏ [Φ(𝜑𝑞, 𝜑𝑞′ , 𝜈𝑞𝑞′) −  Φ(𝜑𝑞 , 𝜇𝑞′ , 𝜈𝑞𝑞′) −  Φ(𝜇𝑞, 𝜑𝑞′ , 𝜈𝑞𝑞′  )

𝑄

𝑞′=1,𝑞′≠𝑞

𝑄

𝑞=1

+  Φ(𝜇𝑞, 𝜇𝑞′ , 𝜈𝑞𝑞′)] 

 

(

(11) 

Where, 𝜑𝑞 =  
𝜓𝑞,𝑧−([𝑩]𝑞+ 𝜌𝑞,𝑧

′ )

√𝜆𝑞∗[𝜮]𝑞𝑞

 , 𝜇𝑞 =   
𝜓𝑞,𝑧−1−([𝑩]𝑞+ 𝜌𝑞,𝑧−1

′ )

√𝜆𝑞∗[𝜮]𝑞𝑞

, 𝜈𝑞𝑞′ =  
[𝜮]

𝑞𝑞′

√[𝜮]𝑞𝑞∗[𝜮]
𝑞′𝑞′   

  and 

𝑧𝑞(𝑧1, 𝑧2, … . , 𝑧𝑄) is the observed demand level. 
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In computing marginal likelihood function presented in Equation 11, we need to calculate 

𝑄(𝑄 − 1)numbers of joint probabilities. In Equation 11, 𝜈𝑞𝑞′ represents correlation parameter in 

bivariate normal cumulative density function which is stronger for observations in close proximity 

in terms of time and space. 𝜈𝑞𝑞′ is considerably small for observations with larger distance and 

month difference. In this study, we assume that spatial correlations are present within a distance 

band and a time threshold. Based on spatial distribution of the airports, we select 100 miles as the 

distance band and 36 months as the time threshold for our study. Therefore, we can re-write 

Equation 11 as follows: 

 

𝐿𝐶𝑀𝐿(γ) =  ∏   ∏ Pr(𝑦𝑞 = 𝑧𝑞, 𝑦𝑞′ = 𝑧𝑞′)

𝑄

𝑞′=1,𝑞′≠𝑞

𝑄

𝑞=1

 

=  ∏   ∏ [Φ(𝜑𝑞, 𝜑𝑞′ , 𝑅𝑞𝑞′𝜈𝑞𝑞′) −  Φ(𝜑𝑞 , 𝜇𝑞′ , 𝑅𝑞𝑞′𝜈𝑞𝑞′)

𝑄

𝑞′=1,𝑞′≠𝑞

𝑄

𝑞=1

−  Φ(𝜇𝑞, 𝜑𝑞′ , 𝑅𝑞𝑞′𝜈𝑞𝑞′  ) +  Φ(𝜇𝑞, 𝜇𝑞′ , 𝑅𝑞𝑞′𝜈𝑞𝑞′)] 

 

(

(12) 

Where, 𝑅𝑞𝑞′ = 1 𝑖𝑓 𝑑𝑞𝑞′ ≤ 100miles and 0 < 𝑚𝑞𝑞′ ≤ 36months, 0 otherwise 

 

In above Equation 12, 𝑅𝑞𝑞′ is a dummy variable indicating the presence of spatial 

correlation between a pair of airports. 𝑑𝑞𝑞′ and 𝑚𝑞𝑞′  represent distance in miles and time 

difference in months between observations, 𝑞 and 𝑞′. Finally, covariance matrix of the parameters 

is estimated by the inverse of Godambe’s (Godambe, 1960) sandwich information matrix (see Bhat 

et al., 2010; Castro et al., 2013 for the details of covariance matrix). 

 

4 DATASET DESCRIPTION 

The airline demand data is sourced from T-100 Domestic Market (U.S. Carrier) dataset compiled 

by Bureau of Transportation Statistics. The domestic market dataset contains number of passengers 

carried by domestic carriers for each airport for each month. In this study, we analyze monthly air 

passenger departure rate at the airport level for five annual time points (2010, 2012, 2014, 2016, 

and 2018). Hence, we aggregate air passenger departures for each airport and each month in the 

analysis period. Initially, we selected 510 airports across the US from five major regions including 

South, West, Mid-West, North-East, and Pacific regions. Then, we remove all smaller airports 

having missing demand records. After removing the airports with missing records, we retain 369 

airports resulting in a sample of 22,140 observations (369 airports * 60 months). In preparation of 

estimation sample, we randomly select 5 records from each airport resulting in 1845 records in 

total. The remaining 20,295 observations are employed for model validation as a holdout sample. 

From our initial analysis on the continuous monthly air passenger departures, we found that the 

distribution of the variable is right skewed. The descriptive statistics of the continuous demand 

variable is as follows: mean: 155273, median: 13061, standard deviation: 417368, minimum: 0, 

and maximum: 4103420. In analyzing the airline demand data, we perform natural logarithmic 

transformation of monthly departures and then categorize the log-transformed variables into 10 

demand groups including ≤6, >6-7, >7-8, >8-9, >9-10, >10-11, >11-12, >12-13, >13-14 and >14. 
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The distribution of the categorical demand variable is presented in Figure 1. The figure shows that 

the dependent variable is approximately normally distributed. 

 

 
FIGURE 1 Distribution of dependent variable 

 

The airline demand data is augmented with a comprehensive set of independent variables 

including a) demographic characteristics, b) built environment characteristics, c) airport specific 

factors, d) spatial factors, and e) temporal factors. Demographic characteristics includes 

Metropolitan Statistical Area (MSA) specific (Micropolitan Statistical Area where applicable) 

population, median income, employment, out of state employment rate, vehicle ownership level, 

etc. Demographic data is sourced from American Community Survey (ACS). Built environment 

characteristics include number of airports in close proximity of an airport, and tourism ranking of 

the corresponding state (Business Insider). Airport specific factors include airport classification 

such as core airports, and Operational Evolution Partnership (OEP-35) airports. Spatial factors 

include region of the airports including South, West, Mid-West, North-East, and Pacific regions. 

Temporal factors include month of the analysis ranging from January through December. The 

detailed description of the independent variables is presented in Table 1. Table 1 includes mean 

and standard deviation for continuous variables and frequency and percentage for categorical 

variables. 

 

TABLE 1 Descriptive Statistics of the Independent Variables 

Continuous Variables 

Variables Description Mean Std. Dev. 

Demographic Characteristics 

Population Population in million in corresponding MSA 1.179 2.928 

Median Income Median income in 100K in corresponding MSA 0.544 0.119 

Employment 
Ln(number of workers in thousands residing in corresponding 

MSA) 
0.464 0.046 

Out of state 

employment 

Fraction of job holders in corresponding MSA working out of 

state 
0.029 0.046 
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Built Environment Characteristics 

No. of airports Ln(Number of airports in 50 mile buffer area) 1.753 0.733 

Categorical Variables 

Variables Description Freq. Percent 

Built Environment Characteristics 

Tourism Attraction 

Top10 The state is among top 10 tourist attraction states 105 28.455 

Bottom10 The state is among bottom 10 tourist attraction states 38 10.298 

Others The state is other than top and bottom tourist attraction states 226 61.247 

Airport Specific Effect 

Core airport in the US 

Yes   30 8.13 

No   339 91.87 

Spatial Factors 

Region 

South   114 30.894 

West   88 23.848 

Mid-West   85 23.035 

North-East   46 12.466 

Pacific   36 9.756 

Temporal Factors 

Month 

January   158 8.564 

February   145 7.859 

March   133 7.209 

April   155 8.401 

May   156 8.455 

June   147 7.967 

July   165 8.943 

August   155 8.401 

September   149 8.076 

October   157 8.509 

November   156 8.455 

December   169 9.160 
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5 ANALYSIS AND RESULTS 

In model development, we first estimate a simple grouped generalized ordered probit (GGOP) 

model system without considering any spatial dependencies between the observations. The 

estimated GGOP model serves as a benchmark for the spatial GGOP models. In this study, we 

estimate simple GGOP model using CML approach to compare the data fit with the spatial models. 

However, it is important to note that one can easily estimate simple GGOP model using maximum 

likelihood (ML) approach3. As we maximize log-composite likelihood in this study, traditional 

BIC measure might not be appropriate. Hence, we employ a modified version of Bayesian 

Information Criteria (BIC) measure to penalize the models for additional parameters. In this 

approach, we normalize log-composite likelihood by 2(Q-1). The modified BIC measure is 

presented in equation 13. The employed modified BIC for log-composite likelihood is equivalent 

to BIC measure for traditional maximum log-likelihood. Log-composite likelihood (LL) at 

convergence and modified BIC values of simple GGOP model (17 parameters) are -12,946,475.70 

and 7148.71, respectively. 

 

Modified BIC =  −
LL

Q − 1
+  No. of parameters × ln(Q) (13) 

 

In the next step, we estimate a series of spatial lag and spatial error models considering 

various formulation of 𝑤𝑞𝑞′  as discussed in methodology section. Based on the data fit and 

significance of spatial autoregressive/autocorrelation parameters, we select 

1/(√𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 × 𝑚𝑜𝑛𝑡ℎ) as the element of W matrix, and distance band and time threshold are 

set to be 100 miles and 36 months, respectively. The results shows that autoregressive parameter 

in spatial lag model is very close to zero and the model does not offer any data fit improvement 

compared to simple GGOP model. However, spatial autocorrelation parameter in the spatial error 

model is highly significant and the model offers considerable improvement in data fit. LL and 

modified BIC values of the proposed spatial error GGOP model (18 parameters) are -

12,494,266.20 and 6911.00, respectively. Therefore, the proposed spatial error model is 

established to be superior to simple GGOP model in terms of LL and modified BIC measures. For 

the sake of brevity, only the spatial error GGOP model results are presented in this paper. The 

results of the independent model are presented in the Appendix. The reader should note that the 

spatial lag model collapsed to the independent model as discussed above. 

 

5.1 Estimation Results 

The proposed spatial error GGOP model is presented in Table 2. Positive (negative) value 

associated with a variable indicates that an increase of the variable increases (decreases) the 

propensity of higher demand. The effects of the variables on airline demand are discussed in detail 

as follows: 

 

5.1.1 Demographic Characteristics 

Estimation results indicate that airline demand is significantly influenced by MSA level 

demographics. From the results, it is evident that airport level passenger departure rate is positively 

associated with MSA level population. Thus, an increase in MSA population increases the 

 
3As expected, estimates from CML and ML approaches are exactly same and LL value in CML approach is exactly 

2(Q-1) times of LL value in ML approach. 
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propensity for higher monthly airline demand (see Grosche et al., 2007; Zhou et al., 2018; Tirtha 

et al., 2022 for similar results). The results show that airline demand is higher in MSAs with higher 

income level. Finally, we found that employment in the corresponding MSA significantly 

contributes to airport level airline demand. An increase in number of employees in the 

corresponding MSA significantly increases the propensity for higher demand. The results might 

indicate the fact that increased income and employment enhances business activities and also air 

travel affordability for residents in the MSA (see Chang, 2012 for similar findings regarding 

income and employment). 

 

5.1.2 Built Environment Factors 

Among built environment factors considered, number of airports in close proximity and state level 

tourism ranking affect airline demand. The effect of number of airports in a 50-mile buffer4 is 

found to be positive indicating that as number of surrounding airports increases, departure rate at 

that airport will increase significantly. This may reflect the fact that number of airports in close 

proximity may be higher due to overall increased demand for air travel in an area. For example, 

residents’ preference for air mode for long distance travel might be higher in certain metropolitan 

areas. Those MSAs may have increased number of airports to accommodate the higher air travel 

demand. It is important to recognize that these impacts go beyond the impact represented by 

population, income and employment variables. In addition to the number of airports, state level 

tourism ranking influences airport level air passenger demand. To identify the impact of tourism, 

we include top 10 and bottom 10 tourist attraction state indicators in the model. The results 

indicates that if an airport is present among the top 10 tourist attraction states in the US, the airport 

may experience higher demand in general. Inversely, if an airport is present among the bottom 10 

tourist attraction states in the US, the airport, in general, may experience lower demand compared 

to other airports while controlling for remaining factors.  

  

5.1.3 Airport Specific Factors 

In this study, we include airport specific factors in the demand modelling. Airport specific factors 

include airport classifications such as core airports, and OEP-35 airports. From Table 2, it is 

evident that airport classification significantly affects airport level airline demand. The results 

show that core airports in the US experience increased demand compared to other airports if other 

factors remain the same. The result is intuitive as core airports are the largest airports in the US 

with the highest passenger share compared to the remaining airports. 

 

5.1.4 Spatial Factors 

Location of the airport in the US region is found to be significantly associated with total number 

of departures at an airport. From Table 2, it is evident that airports located in South region 

experience higher demand compared to airports in West and Mid-West regions controlling for 

other factors. On the other hand, airports in North-East and Pacific regions experience lower airline 

demand compared to airports in West and Mid-West regions. Significance of region indicators 

highlights the presence of spatial variations in airline demand across the airports in the US. 

 

 
4 In selection of the buffer area, we consider 50-mile and 70-mile radius of the buffers. Among these two variables, 

50-mile buffer variable offers improved result in terms of variable significance and data fit.  
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5.1.5 Temporal Factors 

From the analysis, we also found that there is temporal variability in airline demand. Compared to 

other months of the year, airline demand is lower in January controlling for other factors. In 

contrast, airline demand is higher in July compared to the other months. These temporal trends 

reflect the variation in airline demand that can be attributed to specific months while controlling 

for other factors. 

 

5.1.6 Threshold Specific Deviations 

The proposed model also allows for threshold specific deviations on various predefined thresholds. 

In our air passenger departure model, we consider various threshold specific deviations based on 

model fit and sample sizes across each category. The estimation result of these parameters is 

reported in the second-row panel of Table 2. The deviation parameter is similar to a constant in 

discrete choice models and does not have an interpretation after incorporating other variables. In 

our prosed model system, we define threshold parameters based on the observed bins. As 

thresholds are predefined, we estimate deviations from these values for selected thresholds based 

on data fit improvements. Based on the magnitude and direction of the deviation, a threshold may 

shift to the right or to the left. For example, threshold specific effect for threshold 2 is negative 

(constant=-0.389) indicating that value of threshold 2 is higher than its predefined value (=6) and 

it shifts to the right. Therefore, probabilities of alternative 1 (alternative 2) increase (decrease) 

across the observations. These factors might be considered as fixed effects specific to the 

alternatives affected by that threshold. 

 

5.1.7 Variance Components 

In the proposed model, we estimate and parameterize error variance. Variance components are 

presented in third-row panel of Table 2. From the results, it is evident that error variance is a 

function of region of the airports. Such parameterization of the variance component allows us to 

accommodate for heteroscedasticity in the data. The negative coefficient associated with south 

region indicates that error variance (scale parameter) is lower for airports in the south region. In 

contrast, scale parameter is higher for airports in the north-east region. These differences reflect 

the impact of spatial factors on airline demand. The consideration of these factors ensures that the 

parameters estimated in the model remain unbiased and offer improved accuracy.  

 

5.1.8 Spatial Correlation 

The main contribution of this paper arises from consideration of spatial dependency in the airline 

demand modelling. From the analysis results, we found spatial autocorrelation parameter as strong 

in magnitude (𝛿′= 2.378) and highly significant (t statistic is 93.538). The significance of the 

spatial dependency parameter indicates the presence of unobserved factors affecting airline 

demand at an airport also influence the demand at other proximally located airports. In the presence 

of time component in spatial weight matrix, we can conclude that such spatial correlation varies 

significantly over time. According to the formulation presented in Section 3, we can also conclude 

that airline demand at an airport is influenced by the unobserved factors at the airports which are 

closer spatially and temporally.    
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TABLE 2 Estimation Results for Spatial Error GGOP Model 

Variables Estimates t statistics 

Propensity Components 

Constant 3.977 13.384 

Demographic Factors 

Population5  0.129 12.133 

Median income  1.727 5.248 

Employment  5.988 7.879 

Built Environment Factors 

No. of airports 0.922 20.857 

Tourism Ranking (Base: other states) 

Top 10 0.520 8.006 

Bottom 10 -0.529 -5.690 

Airport Specific Factors 

Core Airports (Base: No) 

Yes 2.879 31.969 

Spatial Factors 

Region (Base: West and Mid-West) 

South 0.609 9.485 

North-East -0.885 -11.068 

Pacific -1.833 -14.196 

Temporal Factors 

Month (Base: other months) 

January -0.392 -4.135 

July 0.379 4.522 

Threshold Specific Effects 

Threshold 2 -0.389 -5.143 

Threshold 3 -0.277 -5.266 

Threshold 4 -0.167 -5.014 

Variance Components 

Region (Base: other regions) 

South -0.129 -5.004 

North-East 0.152 4.802 

Spatial Autocorrelation Parameter 

𝛿′ 2.378 93.538 

 

 

 
5 The description of the variables (including exact variable transformation) is provided in the second column of Table 

1. 
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6 MODEL VALIDATION 

In this study, we undertake a validation exercise to compare the predictive performance of the 

alternative models developed. In this comparison, independent GGOP model (without spatial 

dependency parameter) of air passenger departures serves as the benchmark. To perform the 

validation test, we employ data from our hold out sample (observations not included in estimation 

set) consisting of 20,295 observations. From the hold out sample, we further create 20 data samples 

of 1845 observations by randomly choosing 5 monthly departure records for each airport. Next, 

we employ alternative models (independent GGOP and spatial Error GGOP) to generate prediction 

for each sample. Then, the predicted probabilities of the observed demand categories are used to 

estimate log-composite likelihood (LL) and modified Bayesian Information Criteria (as presented 

in equation 13) measures for the two model systems. The results from 20 samples are compiled to 

generate the average and range of the model performance measures across the two systems. The 

results from validation exercise are presented as a box plot in Figure 2. The result indicates that 

the average predicted LL and BIC values and the ranges (95% confidence interval) in parentheses 

for the model systems are as follows: (1) independent model: -13,070,043.02 [-13,090,956.47, -

13,049,129.57] and 7215.72 [7204.38, 7227.06], (2) spatial error GGOP model: -12,585,319.26 [-

12,603,396.76, -12,567,241.75] and 6960.37 [6950.57, 6970.18]. The results from the validation 

exercise confirm that spatial error model performs considerably better than the independent model 

that does not consider for spatial correlations between the observation units. The confirmation 

from our validation exercise highlights the importance of considering spatial and temporal 

dependency in airline demand models at the airport level. 

 

 
(a) Comparison of predicted LL values 
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(b) Comparison of predicted BIC values 

FIGURE 2 Comparison between two model systems  

 

In this validation exercise, we also investigate how the proposed model performs for various MSA 

groups. To be specific, the prediction exercise is performed for different airport subgroups based 

on MSA characteristics including population and employment. For both variables, MSAs are 

categorized into three groups: low, medium, and high. In categorization of the MSAs, we consider 

population <=150,000 as low, 150,000<population<=400,000 as medium and population>400,000 

as high population MSAs. For employment, we consider employment<=70,000 as low, 

70,000<employment<=200,000 as medium and employment>200,000 as high employment MSAs. 

Similar to the above analysis, we estimate predicted LL values for both independent model and 

spatial error model using 20 random samples. The results of the analysis are presented in Figure 

3. Figure 3a compares model performance of alternative models using population sub-samples and 

Figure 3b compares model performance using employment sub-samples. From the figures, it is 

clearly evident that the proposed spatial error model performs better than the independent model 

for all groups of MSAs. For both population and employment groups, the average LL improvement 

is the highest for the “high” category (high population: 4.0% and high employment: 4.4% 

improvements) and lowest for the “medium” category (medium population: 3.2% and medium 

employment: 2.8% improvements). Overall, the sub-sample analysis highlights the improved 

performance of the proposed model across all samples.  
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(a) MSA population sub-samples 

 

 
(b) MSA employment sub-samples 

FIGURE 3 LL comparison between models by MSA characteristics 

7 ELASTICITY ANALYSIS 

The results presented in Table 2 offers important insights on the relationship between airline 

demand and the independent variables. However, it is not possible to quantify the impact of the 

variables based on parameter estimates in a non-linear model structure. To quantify the variable 

impact, we undertake an elasticity analysis in this study. In this analysis, we determine variable 

impacts on the continuous airline demand. In predicting continuous airline demand under various 

scenarios, we follow the prediction procedure developed by Tirtha et al., 2023. For continuous 

demand variable, we identify the percentage change of aggregated demand due to the change in 

the independent variable. To be specific, we consider a 20% increase for the continuous 

independent variables. For example, we increase MSA population by 20% across the dataset to 

quantify its impact on airline demand. For indicator variables, we convert 20% of zero records to 
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ones. For example, we convert 20% non-core airports to core airports to quantify its impact on 

airline demand. The result of the analysis is presented in Figure 4. In Figure 4, we plot the 

aggregated continuous demand predictions. From the results, it is evident that among the selected 

variables MSA level employment, airport classification (classified as core airport in the US), and 

number of airports in close proximity have considerably higher impact compared to other 

variables. The approach allows us to develop a non-linear model that can provide elasticity at the 

continuous resolution. The findings from the elasticity analysis can be useful for airport agencies, 

airlines and metropolitan agencies to plan policies for attracting air travelers and accommodating 

increased demand through resource allocation and existing facility improvements. 

 

 
FIGURE 4 Results of the elasticity analysis  

 

8 CONCLUSIONS 

The current study aims to analyze monthly air passenger departures at the airport level 

accommodating for spatial interactions between the airports in close proximity. Towards this end, 

we develop a novel spatial grouped generalized ordered probit (SGGOP) model system of monthly 

air passenger departures at the airport level. Specifically, we estimate two variants of spatial 

models including spatial lag model and spatial error model. In presence of repeated demand 

measures for the airports, we also consider temporal variations of spatial correlation effects among 

proximally located airports by employing space and time-based weight matrix. The proposed 

model is estimated using monthly air passenger departures for five years for 369 airports across 

the US. The proposed spatial model is implemented using composite marginal likelihood (CML) 

approach that offers a computationally feasible framework compared to sheer dimensionality 

challenge associated with the full likelihood approach for discrete outcome spatial models. 

In model development, we employed various functional forms for the weight matrix and 

model selection was based on data fit. Among the three model systems we estimated, spatial error 

GGOP model was found to be the best in terms of BIC measure. While spatial error model 
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significantly improves the data fit, spatial lag model does not offer any improvement compared to 

independent GGOP model. From the estimation results, it is evident that air passenger departures 

at the airport level are influenced by different factors including MSA specific demographic 

characteristics, built environment characteristics, airport specific factors, spatial factors, and 

temporal factors. Moreover, spatial autocorrelation parameter is found to be significant supporting 

our hypothesis of the presence of common unobserved factors associated with the spatial unit of 

analysis. In this study, we also perform a validation analysis to examine the predictive performance 

of the proposed spatial error GGOP model compared to independent GGOP model. The result of 

validation exercise indicates the superiority of spatial error model relative to the independent 

model.  

The proposed model allows us to identify key factors affecting airline demand at the airport 

resolution. Therefore, the proposed model will be useful for airport agencies, airlines and 

metropolitan agencies to plan policies for attracting air travelers and accommodating increased 

demand through resource allocation and existing facility improvements (see Tirtha et al., 2023 for 

a detailed discussion). For example, regions with growing population and tourism investments 

might examine how airline demand is likely to be altered based on our proposed model. The 

metropolitan regions (and airports) located in the South region of US with rapidly growing 

population will be able to predict airline demands for future years using our model. To be sure, the 

independent variables considered in the model should be carefully constructed for the future year 

of interest to generate these estimates. Finally, the proposed model allows us to consider for the 

impact of demands at proximal airports. 

To be sure, the current study is not without limitations. It would be useful to accommodate 

for other socio-economic factors in the proposed model such as MSA specific GDP and business-

related indicators. Moreover, the dataset considered in this study allows us to estimate monthly 

airline demand measure. If available, consideration of more disaggregated data at the daily/weekly 

level may enhance the proposed model. We employ state level tourism ranking to capture the effect 

of tourism on airline demand. MSA specific tourism measures (For example: number of hotel 

beds), if available, may further enhance the demand model. 
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APPENDIX 

The estimation results for alternative models estimated in this paper have been included in this 

Appendix section. In this study, we estimated an independent model and a spatial lag model along 

with the spatial error model presented in Table 2 in the manuscript. The spatial autoregressive 

parameter in spatial lag model is close to zero and it does not offer any data fit improvement 

compared to the independent model. Therefore, spatial lag model is no different than the 

independent model. The results from the estimated independent model are presented below: 

 

TABLE A1 Estimation Results of the Independent Model  

Variables Estimates t statistics 

Propensity Components 

Constant 5.180 19.778 

Demographic Factors 

Population 0.139 13.335 

Median income 1.848 6.194 

Employment 4.120 6.177 

Built Environment Factors 

No. of airports 0.787 19.905 

Tourism Ranking (Base: other states) 

Top 10 0.573 8.163 

Bottom 10 -0.365 -4.365 

Airport Specific Factors 

Core Airports (Base: No) 

Yes 2.945 35.847 

Spatial Factors 

Region (Base: West and Mid-West) 

South 0.431 7.146 

North-East -0.833 -11.457 

Pacific -1.563 -14.101 

Temporal Factors 

Month (Base: other months) 

January -0.324 -3.469 

July 0.374 4.523 

Threshold Specific Effects 

Threshold 2 -1.312 -27.480 

Threshold 3 -0.890 -27.693 

Threshold 4 -0.467 -22.582 

Variance Components 

Region (Base: other regions) 

South 0.236 13.250 

North-East 0.496 16.161 

 

 


